
 Retrieval of information in large scale databases (e.g. Ansa, Reuters, ...)

 Data mining (data structure retrieval)

 Automatic filtering (e.g. antispam)

 Check the access to informative systems

Learning from Examples:Learning from Examples:
Methodologies and SoftwareMethodologies and Software

1. Dipartimento di Matematica, Università di Ferrara, Italy

ObjectiveObjective

MachineMachine LearningLearning Example 2: image classificationExample 2: image classification

The project’s goal is to apply advanced Machine Learning methodologies, mainly based on SVMs, and the related effective numerical methods for the
solution of the underlying optimization problem. The analysis aims to identify the most suitable solution strategies for a given application context, or
for a specific problem instance, by exploiting the characteristics of its mathematical model. In addition to the binary classification, also multiclass and
(nonlinear) regression problems can be considered. The algorithmic study is followed by a code prototyping, with the possible development of a
scalar or high-performance software, tailored to apply the studied strategies to the particular needs for the user. The research group makes its skills
on Numerical Analysis, Numerical Optimization, scalar and concurrent programming available to the project.

 Process of inductive inference:

 Observe a phenomenon
Make a model
Make predictions

 A very general scheme largely applied in many natural sciences

 Machine learning aim is to make this process automatic!

 Optical Character Recognition (OCR) - Systems for automatic reading 
of printed or handwritten documents

 Image classification/retrieval in databases and in search engines for
the web

 Identity check from face images or fingerprints

Our contributionsOur contributions

2. Dipartimento di Matematica Pura e Applicata, Università di Modena e Reggio Emilia, Italy

State State ofof the artthe art

Study of regularization
approaches for the 
formulation of the 
machine learning 

problem

ExpectedExpected resultsresults

 Identification of an appropriate Machine Learning methodology for the
user’s particular context of interest and definition of the related
algorithms

 Implementation of the studied algorithms in a prototypical code

 Numerical experimentation on benchmark datasets and real data
provided by the user
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Example 1: text categorizationExample 1: text categorization

 Time series prediction (finance, weather forecast, . . . )

 Classification of microarray gene expression data and other genetics
applications

 Brain activity interpretation through functional Magnetic Resonance 
Imaging – fMRI – data (predict what the observer is viewing/perceiving 
starting from the knowledge of the fMRI data of its brain)

Other examplesOther examples

Design of optimization
algorithms for the 

numerical solution of 
the problem

Application of the 
proposed 

methodologies to 
real-world problems 

Software release for 
the SVM method in 
scalar and parallel

environments 
(Matlab, C/C++, MPI)
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PRISMA Group Website:   www.unife.it/prisma

Università di Ferrara
Prof. Valeria Ruggiero

Email: valeria.ruggiero@unife.it
Tel.: +39 0532 974783

Università di Modena
Prof. Luca Zanni

Email: luca.zanni@unimore.it
Tel.: +39 059 2055206
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