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Introduction

The Helsinki Deblur Challenge 2021 (HDC) [1] had at its core a blind deconvolu-
tion problem. Given he observed data

f=u"xh+neR" (1)

the goal is to recover a suitable approximation of «'"®. Here * denotes the convo-
lution operator with the kernel A, which is also completely unknown, and 7 is the
noise, which is assumed to be additive white gaussian noise. The final quality
of the image was evaluated through a Optical Character Recognition software
(OCR).

We propose an approach within the algorithm unfolding framework [2, 3]. The
fundamental idea can be summed up with the following problem (more detalls
can be found in [4]):

argmin L(u*(9))
S

s. to u*(0) = A%Q(f;e)

In essence, we learn the parameters 6 of the reconstruction algorithm .4 through
the merit function £ and a dataset D = {(fs;95): s = 1,...,5}, where f;is a
corrupted sample and g, is the corresponding ground truth.

Lower Level Algorithm:

We train the unrolling of a FISTA-like algorithm A%Q(f; ¢), which starts from the
data f and runs for K iterations, applied to the energy functional:

where
- The PSF is modelled as a disc convolution kernel of radius r, which is unknown.

-B(u) = > u,(1 —u,) is a concave bimodal function.

Overall, the parameters to learn are § = (r,~v,6, A\, «), which include the
steplengths a = (a4, ..., ak) of the inner steps of A.

Upper Level Penalty Function:
We propose two different loss functions to train the algorithm A.

1) A supervised SSIM-based loss function: it measures the similarity of
patches between the reconstruction «* and the ground truth g:

L(u*(0))=1—SSIM(u*(9),gs)

Pros:

- Performs well even with images that are 1/8-th of their original size (the images
provided by the HDC had 1460 x 2360 pixels!)

- Can handle images of different dimensions simultaneously.

- The loss itself (not A though) works with natural images as well.
Cons:

- Requires pre-processing of the "ground truths" provided.

- Is supervised and the ground truth may not be completely unavailable.

2) An unsupervised OCR score predictor:

where SV R(u) is a performance predictor that is tasked with guessing the OCR
score of u. The training of the SVR is not unsupervised.
Pros:

- Is unsupervised.

- Circumvents the issues with the ground truths provided.
Cons:

- The dimensions of the images needs to be fixed.

- Requires more images as the SVR needs be trained.

- Compared to the SSIM-based loss, it works best only with images 1/4-th of
their original size.

Numerical Experience

Experiment settings

 Both penalty functions operated with only 4 samples

* The extra dataset to train the SVR is built with three different kinds of im-
ages: 400 blurred samples provided directly from the HDC, 1230 synthetic
images that emulates those of the HDC and 429 reconstructions obtained
with random parameters configurations.

* The upper level optimization is solved with the Scaled Gradient Projection
method.

K =60 K =170 K =80
SSIM SVR | SSIM SVR SSIM SVR

Step 6 85.20 85.60 85.60 82.45 85.08 83.28
Step 8 83.88 82.63/84.15 81.80 82.45 80.13
Step 10 1 70.88 73.90/71.35 76.30 72.72 73.23

Rec. Time 0.37s 1.155/0.44s 1.29s 0.50s 1.57s

Tab. 1: Average OCR scores obtained on the official 40 test image.

MFENPMg25i f2qeG RgkU

M5ueyVHgWX KRcNBzzeTL
2 BLsKX dR GWOUYIF4Z7

- L« DI ) } 5 & .. o i
3 i i NS \’i“ -l Vo {_]i{:ﬁ -y ¢ l'd' 9,
1~ N/ & R/ . Tyt
\l nicvhv ' !‘.:“» “‘x. 11 Htl\’ }_') 276> 1 |
- - f.i. .\ !

.
2 | . | "\ ’ . _ B
ST AN § L (sWSUYIFa/ /

Fig. 1: from top to bottom: ground truth; corrupted sample; reconstruction (SVR merit function).

Ground truth | Noisy sample | Reconstruction
OCR SVR OCR SVR OCR SVR

Times | 100 8192 0 3122 90 66.32
Verdana| 100 8196 | 0 30.67 100 68.44

Tab. 2: Comparison between the true OCR score and the prediction of the SVR for the above images.

Future Work

* Application of the methodologes in different contexts.

« Extension of the unsupervised merit function to natural images: use of no-
reference natural scene statistics quality measures

« Data augmentation: working with patches instead of full images.
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