DCT-Former: Efficient selt-attention with Discrete Cosine Transform

UNIVERSITA DEGLI STUDI DI
MODENA E REGGIO EMILIA

Carmelo Scribano, Giorgia Franchini, Marco Prato, Marko Bertogna

High P 'erformance Department of Physics, Informatics and Mathematics,
Real Time University of Modena and Reggio Emilia, Modena (Italy)

» Transformers Self-Attention

> Self-Attention [2] maps a set of tokens X € E™¢ to a similar set X € E™*? where each _
o OUTPUT i

rows of X is obtained as a weighted combination of all the rows of X. N
> The Attention’s weights (Energy, E) represents the affinity degree between pairs of p N

tokens. To obtain the energy score, X is projected into Queries (@) Keys (K) and i & o g 4&7

Values ( V): 1 oncat Softmax

— — _ ] £
Q = XWQ, K = XWy, V=XWwW, Feed f?rward T
é’ l | I = ] é 7'
The Energy is then obtained as the normalized dot-product of Q and K', with a row-wise § | add & norm . Scaled Dot-Product Attention o " Scale
softmax operation to force the result in (0,1). S — ol
QKT X Multi-Head | | | | — — —
attention = —L L
E(Q,K) = SOfthLX( N7 ) (1) T 1 VI{Q 3 W 1wy |
Q; K; Vi
Finally, the Attention’s output is obtained (for a single head) by multiplying by V- b o
B POSITIONAL ( ?>_.<_b X X X
X = Atn(X) — E(Q’ K)V (2) ENCODING -

Limitation: E € R™™ as such, the attention cost grows quadratically with the input NPUT
sequence length! EMBEDDINGS

> Discrete Cosine Transform

» Type-II DCT is widely used in data compression (JPEG, MPEG etc....). > Key idea: leverage a DCT based approximation to compute a compressed version of (1).
> Given a finite sequence of V real-valued elements £ € RY*! the DCT is defined as: ¢ Q, K and V from (1) are replaced by their first i < n DCT coefficients:
N—-1
A n(2n+ 1)k )=DQ, K=DK, V=DV with D€ R"™"
XK:akzxnCOS< ( N ) ) fork=01,..,N—1 (3) ¢ ¢ Wi
n=0 * Substituting in (1), recalling (4):
( _ _ _
- < J1/N ifk =0 E(Q,K) = softmax((DQ)(KTDT)) = softmax(DCT,,(QKT))
where a; = |
\\/ 2/N itk # 0 (The normalization termvd is omitted for clearness)
» Being a /inear transformation the DCT can be expressed as dot-product between * Since E € R™" and QKT is never explicitly computed the quadratic bottleneck is

the sequence £ and a transformation matrix D € RV*N(with D orthogonal thanks to avoided!
the normalization term ay). '

> A simple compression algorithm can be implemented by storing only N < N DCT » The (lossy) attention’s output is obtained from (2) using V and computing a final

coefficients, a Jlossy reconstruction of X can be computed using the inverse inverse DCT:
transform. e
. . " NXN . X =D"[E(Q,K)V]
» The 2-dimensional DCT of a sequence X,; € R can be conveniently expressed as

a row-wise and a column-wise DCT: » An important relaxation is leveraged, since softmax(DCT(x)) # DCT(softmax(x))

Xoq = D%yq DT (4)

Algorithm 1 Efficient Attention with DCT

Input X ¢ R**d
» Results Output X ~ Atn(X)
Require: D € R™X"
> Inference results are expressed in terms of GPU’s peak memory occupation (MB) : X = DCT(X) = DX
and inference speed (ms). The results are reported for different batch sizes. 2: Q=XWq, K=XWgk, V=XWy

3. Atn(Q, K, V)= FE(Q,K)V = softmax (
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Sequence length (N) - Batch size (BS) $ X = 5TlAtn(Q, I, V)} > (left) Attention’s Energy matrix:
Attention Head 128-256 512-32 1024-16 4096-1 5: return X 128x128 (right) DCT Attention’s
MB ms MB Ms MB ms MB ms Energy: 16x16

Vanilla [2] 21.25 045 17167 2.1 397.9 5.3  6451.7  45.7

DCT-0.25 150 037 1787 145 2614 30 29570  16.89 » Experimental Setup
Linformer-0.125  18.5 0.433 23385  L.71  382.56 3.7 4740.0  20.36 » Our methodology is evaluated in a common NLP scenario, building a BERT-Zike [3]
Nystrém-0.125  20.1 0.468 9705 1.9 594 38 445 R008.6  51.53 model. To maintain the training cost reasonable a smaller transformer model is

employed (nblocks =4, Npeqas = 8).

* The pre-training stage optimize a self-supervised task of Masked-Language-Modelling
(MLM) on English Wikipedia text:

Performer-0.125  20.17 0.48 259.8 1.98 448.1 4.4 6192.3 30.7

» For pre-training the Accuracy on the MLM task is reported, Normalized refers to the
accuracy score normalized by the (average) inference time.

Masked sentence: “/CLS/ How are [MSK/ doing today? [SEP/”

» For fine-tuning binary classification metrics are reported.
MLM target: “/CLS/ How are you doing today? [SEP/”

 In the fine-tuning stage the DCT is computed online using the Makhoul’s algorithm,
thus not relying on the matrix formulation. This allow to etfectively work with
inputs of variable length without padding.

e The model is then fine-tuned on the downstream task of sentiment classification on the
IMDDb movies reviews dataset:

Pretraining Finetuning 1
Attention Loss | Accuracy T Normalized 1 Precision Recall F1-Score Sentence: “/OLS/ 1 love this movie like no other / SEP / T é
Vanilla 2] 5 07 =0 7 | 39 09 09 09 Sentence: “/CLS/ Unbelievably disappointing! [SEP]” — €7
DCT-16 2.58 51.6 1.46 - - -
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